
A major purpose of the Techni-
cal Information Center is to provide
the broadest dissemination possi-
ble of information contained in
DOE’s Research and Development
Reports to business, industry, the
academic community, and federal,
state and local governments.

Although a small portion of this
report is not reproducible, it is
being made available to expedite
the availability of information on the

. research discussed herein.

1



1

f.: r
,,, ,~

. . . . 1,

LOS Ar.mot Nolmnsl Labofslofy m upofmod by Irm Unw*fsi~ of Cohlornm for Iho Unllod S101.1 h~snmonl of Enof Oy undo, comrarl W7405. tNG. M

LA-UR--87-28O6

DE87 014765

TITLE

AUTHOR(S)

SUBMITTEDTO

THE PERFORMANCE OF MINISUPERCOMPUTZRS:
ALLIANT, CONVEX, AND SCS

Harvey J. Wasserman
Margaret L. Simmons
Olaf M. Lubeck

Vector and Parallel Processing in Computat:
Liverpool, England, Auguet 25-28, 1987
Parallel Processing

DISCLAIMER

onal Science,

lhinreprt WM prcpmod ns an mcaunt ofworknpmmrxal by an agancyo( (he UniMSmtcc

Government, Neilhor lhe Unital Slaleo Oovernmonl normrycgon;y tharcof, rmrnny of their

employca, mmkcc any warranty, caprom or Implied, or mcumoc any Iogal Iishility or rcaponni-

hlllly (or the accuracy, comploloneoa, or udulnccc ofw,y informallmr, sppmrmluo, praluct, or

procecc di.wiond, or roprmnln that i[n unc would not Infringe prlv-toly ownud righla. Rofer-
encc hercir 10 wry npcific commercial prdrct, prtxcsn, or Mrvica hy trade name, Irademnrk,

nmnufncturor, or otherwlsc dcmc not nccamrily con~lltute or imply its cndorm.cmerrt, rccom-

mendalion, or iavcring hy [he Unl!cd St-la (Iovtrnmont or ●ny qcrrcy thereof, The viewn

and opinlonn O( aulhorn eaprecml horeln do not nmxcsirily EISIC or reflect thw of the

Uni@dSlalon! Jovcrnmenlo ranyhgoncy Ihmoof,

MASTER
140SNlallili10SLosAlamos,NewMexico87541

Los A!amos National Laborator

-7(-M

About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.

For additional information or comments, contact: 

Library Without Walls Project 
Los Alamos National Laboratory Research Library
Los Alamos, NM 87544 
Phone: (505)667-4448 
E-mail: lwwp@lanl.gov



The Performance of Minisupercomputers:
Alliant, Convex, and SCS

Harvey J. Wasserman
Margaret L. Simmons

Olaf M. Lubeck

Computing and Communications Division
Lm Alarnos National IAoramy

LOS Alamos, NM 87545
U.S.A.

AMracL A cunparismof ha wchimctuwd prfamum cm mcm

dImdmdF amIILmr Amsrkox&kmadeofti AUiMIFX, Ckwea C-1,

and SCWO minimpwmpm.

1. Introduction

Many definitions of he term “supcrcomputcr”have becmgiven, most of which consider the relative per-
formance and high COSIof manufaclting such machines, as well as the unique way In which tksc
machin~ arc propmnc.d and the type of applications on which they arc used [6,9,16,21]. Supcrcom-
pu~rs can also be dcscribcd as machirta that ccrmbinc ccrlain advanced archi[ed.rd femme.s wifh
stm-of-the-ari ekctronic compcmntry. For example, M architcc[uml features associated with such
supacomputcrs as k CMY X-MP, NEC W/2, IBW3090, and the CRAY-2 arc (1) various Icvcls of
prcxxssor parallel is=. Including multiple CTUs (of which k SX/2 is an exccpdon), valorization,
chaining, and multip~e, pipclinod functional uNts; (2) various kvcls of IIIGIII.:’ parallclisrn, including
multipk-banked main mcnmry, local memory, cxhe, and vector rcgistem, The Pcrfonnance of a SUP
computer is aq much dcpcndcmton the ability of the compiler to tind parallelism in an algoritim as h is
on tic hardware speed.

Rcccndy scvcnd computers htwc apparcd whew archlk!zmrcs fcalurc many, If na all, of the charac-
mristics of supxcompu:cm, but whose clcctrodc tc.chnokrgyuscs Icsscxpcnsivc and more rcadlly avail-
nblc components [8,10,15], Such rnacth.s have been Iabckd “mlnlsupcrcomputcrs.” Currently, this
c:ass of co~nputcrsincludes tio.w manufaciurcd by Convex, Alliam, and Sckntiflc Canputcr Sys!cms
(Scs)m

The strmcgy of thwc minisupcrcompulcr vendors Is to produce a machlna that may not provklc as much
nbsolIItc pcrfwrnance as the high-cud supxcomputcra but exhibits n comparable or bctlcr prico-
pcrforrnanco nwio. Whilo h h nol tho goal of thla paper tu comment on tha npcclflc prlcc cffctllvcncss
of any partlculm Ihochine, we believe thal a proper cwaluation of tho mini.wpcrcotnputcrs should
Include @o AU.

1%1spaper i~~n~ a dotallcd pcrforrnanm comparison of lho Convox C-1, Alliam I%/& and SCS-40
minlsupcrcompumrso While tho Convox C-1 IN funchnally similar to [ho CRAY- I nqw’compumr, tho
SCS-40 actunlly cmulatu n CRAY X-MPLZ, runnlnR the samo Inmucllon WI and prnvldlng CRAY X.



NIP software. ‘1’hc Alliant scriea of machines arc multiprocesams, containing up to eight processors
(called computational elements, m CEs) that cm run separateprocessesor cooperate on a single appli-
cation. I?ie A.Uianl syslcm also includes a compilez that automatically attempts to partition a code for
concurrent execution on several processors. In the 6rst sectionsof this paper, the single processorIXJ-
formance of the FX/8 i~ compared with W of the C-1 and ti SCS40, as well c.. with a Digital
Equipment CorporaLion (DEC) VAX 8600. In a later section, the parallel pm?ssing pcaforrnanccof
the FY~ is described.

All mezmrements wem carrkl out usin~ the standardb AlawIos National L-a!Joratcmy(LANL) bench-
mark suite. A recent National Research Council rcpat has characterized supcomputcr benchmarks in
mrms of a useful hiri~hy [14]. Ammling to his hiaarchy, h codes in tie LANL set cmsist of
tests at the levels of hardware demonstnuion programs, kmsicrout.inc.s,and sti@down applications.
The txmchmark w has been m on & brcmdmnge of bolh scalar and vcztor machines [4,7,12,13,18-20].

2. Architectural Conslderalioas

Detailed dwiptions of tie archhechues of the Alliant ~ [231, convex C-1 [181, and SCS4 [17,201
have &n published elscwhcrc. Table 1 prescnls a comparison of some functional unil limes in lhe
lhree minisupcrcomputcrs,whik Table II shows a comparison of some memory fcaurrcs. In W of
hew tables data are also prcscntcd for a CRAY X-MH48 witi a 9.5-ns chxk @cd (CP) fm corn-
pariscm. I%c IJUC.Cmachines discussedin this paper, whik all classified as minisupcomputers, arc
amhimcturally quite different. For example, Alliam chose to build ils prcmwor with moderate vector
speed but in a multiprocessorcnvironmentt while CorVcX and SCS designed more raw vcdor speed into
tieir single prcressor machinca. Additionally, CPU clink periods range from 45 to 170 ns, and maxi-
mum vcaor register lmgths range from 32 to 128 64-bit words.

In comparing the minisupcrcomputcrs with today’s supwcomputcrs we scc Lherc arc two important
differences bdwcm these clasacsof machh.‘a, even thoudh prccisc distinction between tie two classes
mcinsclv= is diftlcult. (N Lubeck [II 1 has pointod out, here is a wwcn-fold variation in CPU cluck
limes wihin tIM supcrcomputti class but cmly a factor of 4 bctwoen the supcrcanputcr and minisupcr-
computer classes.)Obviously, most cliffcrctms bctwccn W two class= ark horn tic goal of construct-
ing minisupercomputcrsal lower CCMLIk fhsl dlffcrcncr is the method of itwrconnccting the prom
= and memory componcms: supcrcomputcrausc direct connections whereas minlsupcrcomputcn usc
buss, The busw in the SCS+O and the Alllant FXJ13both hi c CYCICIlmes equal m one-half thck
CPU clcck; the COIIVCXC- I bus, however, runs al twice tie CPU cycle tlmc. The seconddifference is
that the Convca C- I and Alllanl F% machinca usc &la cache memory to providc acceptable ticccss
times, whcrcm most supcrcompulcrsdo not provklc uches (1.hcIBiM 3090 and NEC SX/2 nrc cxcsp-
tions). ?lIC minlsuprcomputcm all have nearly the swnc t-ntb of mcmuy cycle time 10 CPIJ cycle
time as tic CRAY X. MP/48. Most supcruomputcr mcmdes arc more highly intcr!~~vcd than the
minlsupcrcomputcm.

3. Single Promsor Benchmark Rcnulla

Previous publlcadons hava dc.wrlbcd IIM impwtant chamtcristlcs of [hc Los Alamos benchmark SCI
[13,20], All benchmarks were run in 64-bll prcddon and each CWM was run in d dodictitcdcnvlnw
mcnt. In SatIon 3 all rmmlta were from codos rcqulring only those clmngcsnmthd w gci :ho codes
running; no Iuning was done, Most of tho AllIant dnla were collccml in March 191f7, Tho Commx
data wcm mcssured In May 1987, whllo Ihc benchmark ot’ tha SCS+O Iowr I)IKO In kcmhcr 1986,



3.1 Scalar Pe~6rwmnce

Three codes in the Mchmark act are non-vcctoriz.abk and are thus useful in determining relative scalar
performamx of the machines. These daui are presented in Table III. The order of scalar performance
on each of tise codes, from fastesl to slowe% is SCS40, Alliam FX, Convex C-1. The SCS40 is
nearly twice as fast as the /UhanL Intewtingly, the Alhanl is 1.5 to 2 times as fast as the Convex C-1,
dcspim the faster CPU clock on the Convex.

3,2 Basic Vector Opcrafkwu

We ran two programs, called VECOPS and VECSKIP, that measure the times to execute one million
vector operationsas a ‘unction of vector kngth. VECOPS makes lhcse measuremerwsusing a consczu-
tive memory accessscheme, while VECSKIP examines performance with various stridcd memory rcfer-
enccs. Results from these codes are Iisti in Tables IV, V, and VI. 7%c performance dvantage of M
SCS+O over the entire range of vcclrx lengths is significant. lle faster clock period and higher
memory bandwidth of the SCS-$0 szeounl for the dramatic diffcrenw. Note that * are single P
ccssor results frx the Alliam. Abu-Sufah and Malony [11 have published a detaikd analysis of Alliam
FK/8 behavior on our VECOPS program. llrey masurcd cotwiderably Ia.rgcr maximum vector rates
(lhw shown in Table V) when the code was executed in vector-ccmcu.rrentmode, in which individual
iterations of a loop are distributed =ross all eight CEs. However, the FXJ%vcztoraawumnt rates are
still well below tie rates we obtained on k SCS40. Thc rason for his behavior on he FW13 is the
increasedoverhead associatedwiti distributing the loop xross eight prowssors and al”a the decreased
memory throughputpa G..

Vector spc.d as a function of hmglh M most vator processorsincreasesrapidly and evcnmal!y rwwhm
an asympot.ic rate. The AlliarIt FX processuf inches its asymptok tale wound vector length 25. For
example, in Tabk V, Alliam vector rat~ irrcra?e by a factor of 2 belwm lengths 10 and 25, but only
increase another 10% frwn 25 to 10tll As we will w in a later section, this characletilic of the Alii-
rml processorwill he irrqmrumtin ana.lwing pa.mkl ~cssing pctiormance on the FX series.

The time vs. length data may be Ieam-squtuw fit 10 a Iirmr model [51 consisting of a stnrtup time, To,
tmd an clcmcm the, Tc:

TmTo+nTe ,

where n is tie vector kngth However, his model assumesmat vccIors arc loaded direct.ly from main
memory into the vector registers, Sinm this is not Lrue for he AllkmL the dtivcd data arc less reli-
able. The Convex C-1 bypassescache on vector lad% and wc find, for the vector plus scalar opcm-
tion, To -2800 ns, T = 2 CP and, for the vector times vector operation, T = 2880 ns, Te = 3 CP.P‘l%cConvex, Ilkc UICfRAY.1, has only onc @ to memory, crqmbk of onc oad or atom pw CP. For
tic SCS-40, wc obserwc!Itartupsof 1463 ns md 1502 ns for thcso two opcmtlons and ckment times of
I CP for Mh. For the chained operation a(i) = b(i) + s ● c(l), the SCS 40 is capable of puduclng two
results per clock (and dohrg two loa&Mcwe-spcr clrxk), w wc ok.rvc an element time of V2 CPt

It k also htstrucho to consider vector pcrforrmmce whcmmemory accessIs not contiguous, shown as
the secondand third entries In Tables IV-VI, 11’IeConvox C- I does not suffer any performance dcgra-
drnllcrnwith strldo 23 but It does with s~ldo 8. Although tho C-1 bypmm cacho In ttk insmcq its
rncmory Inmrlcavlng Is such that only two banks arc rcpoatedly rcfcrcnccd for the suido 8 loop, result-
ing In signiflcmrtlybwcr Iuttxs. For tho SCS40, rnte#calculated from the kasbsqrrnrosIll show thai tho
clcmcnt tlmo Is the .wno for stided as It Is fof ncm-st.ridcdaccmsi T ho stnrtup llmo on tho SCS40
Incrc.wws,which dcemasm h observed rates by about 30% at vector length 10 and 8 % at vmtor
Icngl!r lCHXl



Operatior.s involving irregular memq acsss schemes, m garher/scauersoconstitute the last two opera-
tions in Tables IV through VI. ‘l%e Convex C-1 runs these Imps at up to almost twice the rate of
either the SCS40 or the Al!iam FX. Although bodr the Alliam and the Convex vectuim rhesc
gatiedscattcrs, both are Icmding these vectors through mche, and their obseawd rates arc aboul half
what ticsc machines pcwide on contiguous references. Indirect vector references do not vectcmk on
the SCS+O.

33 Specific Single Processor Benchnuuk Results

Tning data for the benchmarksare listed in Table V1l. For comparison puqmscs, times manued on a
DEC VAX 8600 ad one pnxessor of a CRAY X-KW48 arc also givem. The X-h@ resultswere m@s-
ured on a 9.5-ns machine using the CFf77 compiler, while the VAX results were obtakd unda the
VMS operating system using the FORTRAN Versidr 4.4 compiler. In the spedlc comments about
ewh code that follow, the resultsfrom the AUiant FX/8 arc from a single prcwssor.

1. INTMC is an integer Monte Carlo c-de with virlually no floating point calculations. The Cm
vex C-1 is faster than bth the A.lliant FX and the SCS40. lle SCr 40 shares the handicap of the
CRAY X-MP~4 on this code (previous benchmarks have shown the CRA Y machines’ weakness on
integw aritictic [7]; the CDC 76(KI is two times faster than a CRAY-1) buse it d= 64-bit intcg~
ctdculations.

2, FIT, a &l-point rransforrnthat is nuuly 100% vccuxized, runs 4 to 5 tics fasrcron he SCS40
than it dots on the Allian! FX and Convex C-1. This is consistent with h VECOPS data prewnted
above. The algorithm u- in FIT is not tunal to any pmicuia.r m~hine; vendor-supplied library FIT
routines ma;! m much freer.

3, PUSH, he computatiordly intens;-{e@on of a Part.icle-in-11 hydrodynamicscode, contains a
few laips with IF statements and makes use of W gather opmwion, On his code the SCS40 runs
lwice as fast as tic Convex, which In turn runs twice as fa..l as the ~l;~.L ~i~ is despite the lack of
hordware scatter/gatheron the SCS40.

4, MATRIX performs basic matrix opmmons on matrices of order 1Ml, Here, the AIliant and Cur-
vex tim~ are 3 to 4 times slower than the SCS40.

5, GAMTEFt Is a scalar Monte Carlo particle transportcode on wh;ch tie S(”S-40 runs twice as fast
m the Allian~ FX and thrct times as fast as the Convex C-1.

6, LSS solves a systemof linear equationsusing Oaussian eliminmion and is almost entirely vcctor-
imd. On ~hiscwlc the C- I nms almost twice as fast as tic FX, but the SCS40 is twice as fKSIas the
C. 1. llrcsc times arc also crmsistenlwith the VECOPS date, which showed the Convex to be twice us
fcsl IIS the Allianl at vector Ienglh I(N),

7, HYDRO is & Lograngian hydrodynamics COIICrcpre.scntmivcof codes that arc a signltlcant port
of tho Mwratory’s workload. llc Convex time is 81XNJL15% faster than that of k SCS-40, while the
Alliant is nbout twice as slow. HYDRO contains many loops with W tesfs that tho Convex compiler
was oblc to vectori?~ bitt the SCS40 compiler was not,



4. Parallel Processing on the Alliant FX/8

As mentioned earlier, A.lliant provides the first vendor Fortran compikr that attempts automatic parallel-
ization of Fortran program. The compiler’s strategy is to vectoriz the innermost loop of a w of
nested loops and ParaUelti the next outer loop (pmition it among procssm), a mode called “con-
current outer-vector innez” (COW). Wlen dependenciesprevent oum loop concurmmcy,the inner loop
may become veztcs concurrent. The compiler depemdemcyanalysis does not include interprodural
analysis; therefore, function ctd.lsin a loop prohibit vectoriz.at.ionand concunency. Compiler directives
can force or pevent cmcuITency or veclorization in any loop. However, nondetcrministic errors are
possible with the incorroct use of directives,

Our benchmark of AIIiant multiprocessorperformance occurred in two stages The fimt involved exe-
cuting codes with no changes. IrI the secondstage we restructured two cocks and used compiler direc-
tives to force concurrency. The results of both stages are shown in Table VIII, a!ong with the
efficiency for eight processors,defined as the ratio of the speedupto 8.

Not surprising to us, lhere were few places where k original tales could be compiled in COVl mode.
This is becausemost outer loops conmin function calls. Thus, in most of the cases where pamlleliz.a-
tion wcurred, rhe codes were compilul in vector-ccmcumentmode. lle ovcmll performance of vector-
concument loops represem a tradeoff. In vedor%oncument mode the vector length that each CE exe-
cures is I/P times the original vector length, where P is the number of ffi. As we saw in Secticm3,2,
vcctm sped increaseswith increaing vector Iengti up to about length 25, beyond which it is flat. Par-
titioning a vwtor among p’cmssors irmeascs mult.ipromsor utilization at the expenseof reducing sin-
gle processorpzuformamx at vector lengths less than 25. Our timing dam from HYDRO1 are an exam-
ple of tis tradeoff (in Table VIII HYDROI representsHYDRO with no chang~). HYDRO is highly
vccmrized with loops of lemsth IWJ. The speedup functions for two and four processorsare nearly
linear buwse the vector lengths are greater than or qual to 25. However, beycmdfour prmssors, the
performanw cr.me begins to fiaaen becauseof the shorn vwcws.

The efficiencies achieved by automatic compiler paralklizadon (all code.. in Tabk VIII other tiw.
HYDR02) are in the range 14 to 75%. We should rememOer that thesemultiprocessorgains came witi
no exfra user effom l%mfore, when comparing the Alliant with the SCS40 and Convex C-l, it is
most frir to U* the eight-processorAllianl dam. Automatic parallelizstion by the Alliant compihx has
incr~ the overall performance of the FX/8 so that it Is now faster than the Convex C-1 00 sevenof
eight codes.

Signi?crint gains have been made against Ihc SCS-40 also. The strongsingle pruccssorperfofmanu of
the SCS-10 is surpassedby the mullipmmw Alliant on two codes (HYDRO and INTMC) and quakd
on two others (LSS and MATRl~. Thc SCS40 is fmter on the ~emaining five codes, by as little as
40% (PUSH and M0NlT3) and by as much as a factor of 2 ~ and EOS). On the @es that
represent stripprddown applications in the benchmark hierarchy (PUSH, MONTE, ~AMTEB, and
HYDRO), the SCS-10 is faster on aU but one (HYDRO), which Is GO%fasrer on he Alliant. Stripped-
down applicadons are ckeer to the full codes In I$e LANL workload and wc wclght their performance
mom headiy.

The inability of h cmnplkr to do Inwproceduml dependency analysis WGSthe major factor Iimlting
multiprocasalngeffkkncy of the F%/R. Codo ms~ctudng is ~~d to tie full ~van~~ of ~ AIU-
am model of parnlkllsm, and we attempted this next.

nw firm auk we trkd to restructure for concumcncywas SCi\LCAM, a Mom (.’arlo photon lrrrnsport
do with no vectmlzallcm. Tmmretlcally, a Irlgh degrw of concurrency Is posslblc becausemch plm-
ton Is trarmportodlndepdcnUy and thcm um 200,C00 WUICCphotons. SCALOAM usesa binary lrea



of pseudo-random numbcm to ensure determinscy. Analysis of the code showed that mincx restructur-
ing and a few mmpiier directives would allow pa.1.lelization of the partick loop. In attempting this,
however, we encamtered non-deterministic mom with more than 5tXMlsoume particles. This type of
bug occurs aU too often in userdefined concurrent programs on arty multiprocessor,and we arc still try-
ing to debug SCALGAM.

The second code we restmchmxi was HYDRO, a logically rectangular hydrodynamics algorithm with
explicit time differencing. This code is a seriesof nested loops (of depth 2) correspondingto the k and
1 lines of the mesh. The AUiant compik first attempted to run the inner Icmp (on k) in v@or-
ccmcu.mentmcde. From previous exmence with HYDRO, we know that mch outm loop (on f) can kc
exezuted concumently, but a function d in the outer Icmp prevented the ccmpi.kx from running this
loop in parallel. A simple compiler directive should have been ail that was nectk.i to run the outer
Imp concurrently. However, using the directive would have meant that a vector passed(by address) to
the function and, modiftai by it, would Ixcome global because the same addresswould be passedto ail

Prwxsors. A rxe cmdition on this argument would thus occur. The solution to this storage model
problem was to make the vector local to c.wh outer loop instantiation by rewriting the loop body as a
new subroutine that got a separate stack at execution time. The amount of resuucturing was large
enough that we attempted it for mdy one loop. l%e dme for HYDR02 in Table VIII shows the sucwss
of this approach wherecompared with HYDROI. Better results could have been obtained by applying
this solution throughcmtthe cock.

s. conclusions

We have oniy one code with which we can compare the scalar perfmru+m of the DEC VAX IihW to
the mhlisu~rcomputers (340NTE). On this code the relative pxbnm.nce of the Alliam, Convex, and
SCS to the VAX ranges fsom 1 to 1.5. However, on our vectorizcd benchmarks, the minisuperrmmput-
ers as a group ran 2 to 20 times faster Utan the VAX. On most of the codes, the SCS40 showed the
biggest improvement over the VAX.

The SCS40 and Aliiant F7W both oul-perform the Convex C-1, exupt on HYDRO, where the C-1,
because its compiicr is Ma at vectorhtion, ptfonns about I 5% better lhan the SCS+O. The SCS-
40 is 1.5105 times as fast as a sirtglc pmwssor of the Aihnt FX. However, in comparing the Aiiia.m
FX with the SCS40 wc tmte, again, that it IS most appropriate to compare the unrcsuuctured cight-
proccssorAllianl results with the SCSAO becauseboth represent the maximum perfonnancz fmm -h
mdine with no usex intervention. Performance results for UK SCSJW and FWll arc mixed, Placing
more emphasis cm our stripped-down application benchmarks, the SCS40 maintains n performance
edge. In gcnemi, we Mieve the SCS40 has an advantage on our codes because of ha faster CPU
ciock and higher memory bandwidth, even though we beiieve Its compiier technology is infcrirw to that
of Alliant and Convex.

Our code-sshowal as much as ~ speedupof four from a pamilciizstion in vrctor-concurrent mode, On
the other hsnd, to extmt significantly more parallelism from our codes, intcrprocedwai analysis is
necewtry, ‘ills is a tllfficuit pobiem, and to the best ot’ ow knowledge, no computer vendor currently
offers such Mfaciiity in a production Icvci compiler,

Finaily, we cmphasim that the benchmark cudes W@ in this study urc intended to represent only the
Los Ahunoa workload, md caution shouid be used In comparing the results wkh those based on other
workioarh.
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Table I. Repres”mtativeFunctional Unit C)pmtion Times

Floating Poin! Floating Point Floating Poiru Integer
A(U Multiply Divide Ad—

Allimt FXJ8

Convex C-1

SCS49

CRAY X-MP/48

510 ns (3 CP)

300 ns (3 CP)

135 ns (3 CP)

5; r(s(6CP)

510 ns (3 CP)

400 ns (4 CP)

135 ns (3 CP)

&5.5 ns (7 CP)

TableII.Impmtam Memory Characteristics

2720 ns (16 CP)

3300 m (33 CP)

270 ns (6 CP)

133 ns (14 CP)

680ns (4CP)

100ns (1 CP)

90 ns (2 CP)

28.5 ns (3 CP)

—
Cycle Mm”mum Vector Vector Access Bu Number of
Time Tratqf er Rate Time Throughpu BankY

Alliant FX/$ 2 wordjcP 188 Mbytds 8

Convex C-1 4CP 4 wo@lCP 3 CP18 CP* 80 Mbyte/s 16
400 ns 3CKlns/800 ns

SCS40 5CP 4 wow 5CP 1 Gbyte/s 16
225 ns 225 m

CRAY X-MP148 4 CP 3 Wom 17 CP . 64
38 ns 161.5 nS

● VecLorin cacheheaor not in cache,

Table III. Exeeution Times (in Seconds)for Scaiar Codes

--
Program Alliant FX SCS4 Coilvcz c-l
Name

GAMTEB 41.0 21.0 61.0
EOS 1570 77.8 410.
MONTE 19.0 13.6 21.0



Table IV. Rates (MFLOPS) on the Convex C-1 fo, Selected
Vector Opetions as a Function of Vector Length

Opcralwn 10 ’25 50 lW 2(W 1(WI

a(i) = Ml)+ s 1.5 2.5 3.0 3.5 3.7 4,0

a@ = b(j) + s (i=l@3) 1.1 2.1 2.9 3.6 3.8 4.0
a(i) = MI) + s (i= 1JI,8) 0.7 1.0 1.1 1.2 1.2 12
a(i) = b(i) Qc(i) 1.1 1.8 2.2 2.5 2.6 2.8
a(i) = Ml)+ s ● c(i) 2.4 3.5 4.4 5.0 5.2 5.5
a(i) = b(i) ● c(i) + d(i) * e(i) 2.3 3.2 4.0 4.5 4.9 4.9
a(i) = b(j(i)) +s 0.9 1.5 2.0 2.1 2.0 2.0
a(j(i)) = b(l) ● c(i) 0.8 1.1 1.4 1.6 1.6 1.7

Table V. Rates (MFLOPS) on the Alliant FX for Sehn.ed
Vector Opemtions as a Function of Veztor Length

(@awn 10 2s 50 Iw 2(M IOoo

afi) = b(i) + s 1.2 1,9 2,0 2.1 2.2 2.3
a(i) = b(i) + s (i= 1Jh23) 0.7 1.2 1.6 1.8 2.0 2.0
a(i) = b(O + s (i= I JI,8) 0.7 1.3 1.6 1.8 2.0 2.0
a(i) = Wl) ● c(i) 1.0 1,4 1,5 1.5 1.6 1.6
a(i) = Ml) + s * c(i) 1.6 2.5 2.7 2.8 2.9 3.1
a(i) = b(i) ● c(i) + d(i) ● ~i) 1.5 2.0 2.0 2.1 2. 2.2
a(i) = b(j(i)) + s 0.7 1.0 1.1 1,1 1.1 1.2
a(j(i)) = b(i) ● c(i) 0.6 0.9 1.0 1.1 1.1 1.2

Tabk VI. Rams (MFLOPS) on tie SCS40 for Selected
Vecmr Qwations as a Function of Vectm Length

Operatwn 10 2s 50 ml 2(M 1%

a(i) = b(i) + s 3.6 9.0 15,3 17.3 17.8
a(i) = b(i) + s (i=l ,nQ3) 2.6 6.4 10.9 13.8 15.3
a(i) = b(i) + s (i=l,n,8) .- .- -. .. . .
a(i) = b(i) ● c(i) 3.5 8.7 13.8 15.5 16.0
a(i) = b(l) + s ● c(i) 6.6 16.4 27.5 30,7 31.9
a(i) = ~i) Qc(i) + d(i) * @i) 8.4 17.8 24.6 25.8 26.2
a(i) = b(j(i)) F s 0.9 1.0 I .0 1.0 0.9
a(j(i)) = b(i) ● c(i) 1.0 l.] 1.2 1.2 1.2

20.2
18.6
. .

18.2
364
27.3
1.0
1.2



Table VII. Benchmark Execution T- (in seconds) for the
AUiant FX, SCS 40, CONVEX C-1, DEC VAX WM. and CRAY X-MW8*

Program Allia~ FX SCS40 CGilvu c-1 DEC VAX 86@ C’RAY X-IUP)44
Name

MA-IRIX
Lss
GAMTEB
INTMc
PUSH
MONTE
HYDRO
EOS—.

82.0
953.1
120.0
41.0
322,0
190.0
19.0

771.0
157.

21.0
167,0
28.0
21,0

219,0
39.0
i3,6

347.8
77.8

97.0
529.0
65.0
61.0
83.0
87.3
21.0
298,2
410.

222.2
.

462.2

186.9
332.0
202

- ● ☛

155.2

4.2
43.2
7,4
5.9
13.3
4.8
2.0
17.2
21.5

lb

X-MP and Allianl FX times ase from a single processor.

‘* Th.ii-two-bil F=ision for this code.

TnbleVIII. Execution Times (in seconds)on 1-8 Processorsof the Alliant FX/8

——
Program one Two Four Ei8ht Efficiency for
Name Processor Processor Processor Processo)’ Eight Processors

MATRIX
1SS
(3AMlEB
INTMc
PUSH
MONTE
HYDRO.I
HYDRO.2
EOS

82,0
953.1
I20,
41.0
322.0
190
19

771
771
! 57

59.0
478,6

64.
38.0

215,0
]?3

19
452
415
155

48,0

263.7
38.

36.0
160,0

74

19
290
248
154

40.0
156.5
26,
36.0
153.0

56
19

208
163
154

25
.75
.58
.14
.26
.42
.

.46

.59


